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ABSTRACT

Technological developments and the addition of meatures to
existing applications or services require the isdn of security
mechanisms to protect the user. When using theskanesms the
user faces a tradeoff between more risky and mffigemt or
safer and less efficient use of the system. Weudssthis tradeoff
and present a novel complementary experimentabsysthich
provides researchers and corporations the abditgxplore and
model the usability and security tradeoff in thentext of user
interaction with security systems and psychologaaieptability,
even before the actual development and implementatiocesses
have ended.

Categoriesand Subject Descriptors

K.6.5 [Management of computing and information systems):
Security and Protection tvasive softwareH.1.2 Models and
principles]: User/Machine Systems Human factors, Software

psychology

General Terms
Experimentation, Security, Human Factors

Keywords

Usability, security, experimental system, secusgitings, alerts.

1. INTRODUCTION

The tradeoff between usability and security will atibnge
researchers and system designers as long as irfonnsecurity
processes will require user’s involvement and decisnaking.
According to the 2008 annual survey conducted leyGbmputer
Security Institute, 43% of the respondents expeednsecurity
incidents. 50% percent of the reported incidentgeweirus
related. Also, in 2008 it was the first time thath&ft/loss of
proprietary information” and “Theft/loss of customelata”
incidents had a subcategory labeled “from mobileviais”,
gaining 4% and 8% of the incidents respectively.rr€utly
mobile devices are becoming the new frontier farkiees and in
many cases are less protected than H@Jk (

Despite the significant developments and improvemeén the
algorithms behind security mechanisms, there dtersiny cases
in which a human user is better equipped for malsegurity
related decisions. However, being better equippeésdnot
necessarily ensure better performance. The consegsi®ef users’
faulty security related decisions and actions candisastrous.
Therefore, in many cases, users are referred tthasweakest
link in the chain” of information security[{1]). Additionally,
since 2006 human vulnerabilities are included ilNSATop 20
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Internet Security Vulnerabilities report.

This evidence may seem surprising as users deperdroputer
systems and mobile devices to carry out importasks and for
assistance in achieving desired goals. Interviesyg lshown that
end-users are aware to the susceptibility of th@inputer systems
and information to security threafg}). Unfortunately, the same
work found that the users' knowledge on securitsted issues
was generally dated and incomplete, something évidently
contributes to failures in the decision making g

In this paper we will describe the usability andwséy tradeoff,
the challenges researchers are confronted withthendpproaches
they take towards dealing with the issue. Finallg,will present a
new approach and experimental platform for datéecton with
the aim to develop qualitative predictive modes wser's
interaction with a security system that can be useglide system
designers', administrators' and management desision

2. USABILITY AND SECURITY
TRADEOFF

The usability and security tradeoff is related twot partly
interdependent issues. The first is part of theettgpment cycle of
a system which includes security features and #worsl is
concerned with user's interaction with a securigstem or
feature. During the application development cyab¢hbusability
and security are perceived as nonfunctional remergs which
are usually addressed after the development prasessnpleted.
They are addressed separately by different exp@tis may
cause conflicts between usability and security, &me wrong
assumption that they are two separate and competiats (3]).
Moreover, applying traditional usability enginegrin(UE)
methods to security applications will fail in macgses, due to the
unigue characteristics of a security-related t&sk.the end user
security tasks are sporadically executed, theircanues, if
experienced at all, occur after long, irregularigds of time
(especially an incorrect security-related decisiandl hence, it is
hard to perceive a specific situation (e.g. dataugion) as an
outcome of a previously ignored security-relatechownication
or a wrong action.

The other issue that profoundly influences the ilisaband

security tradeoff is the way users interact withl gerceive the
security task. Users interact with computer systema goal
oriented way and the same can be said regardingeradvices.
In some cases this interaction is interrupted bguswy related
communications from a system which can be parefdperating
system (e.g. file access or Bluetooth permissioalations),
embedded in a running application (e.g. a web beowsr a
dedicated security application running in the baokgd (e.g. an



anti-virus software). In such cases, the userasifably diverted
from the current workflow and confronts a secongdascurity-
related decision or task.

The role of security related communications is viemgortant for
understanding usability and security tradeoffs. dllgu a
communication is the trigger to the interactionhwvé security
system and it is received while the user is engaged different
task. Cranor's [8]) framework for reasoning about human
interaction with security systems begins with a ommication
originated in a security system and ends with aabienal
outcome. In addition, there is extensive ongoirggaech dealing
with various aspects of security related commuigoatiming to
improve risk/security communications (e.fi7]) and alerting
mechanisms (e.§4]).

Many user-related factors should be considered whgng to

understand and improve a decision making processsjponse to
security related communication. Users’ mental med¢lpossible
risk are one of the aspects that are frequentlyesddd when
examining interaction with security systems. Atigutowards
risk, beliefs about the possibility of being attadkbeliefs in the
accuracy of security indicators, the ability to arstand the
required security action, perceived self efficaoyiriteract with

the security system and the efficiency of takingeaurity-related
action are all factors which affect the mental nidtiat directs
user interaction with a security systef]). It seems that the
security concepts implemented in applications aml level of
expertise in operating the security system areptiteary causes
for incomplete and inadequate mental models. Evigemot

always a security related communication leads teeaurity

behavior. Even when the user is ready to performoursy

operations, despite its usability costs, thereoiguaranty that he
or she will complete it successfully. No doubt thatch an
experience will affect the response to the nextussc

communication.

Trying to apply economical approaches on usabditgd security
tradeoffs is also not trivial. Safety, which is then of security
features and systems, is an abstract concept whicdot easily
quantified. Performing security-related tasks ram@lovided the
user with directly observable benefits. As desatiily West
([12]), “The reward for being more secure is thathintg bad
happens”. Therefore, users lack the motivationitertifrom their
workflow and engage in a disturbing, unrewardingusiy task,
which consumes time and effort.

A recent field of research known as HCISEC (Humam@uter
Interaction and Security) aims to incorporate uggbiand

security, overcoming the challenges mentioned ab({&}).

Making usability and security complimentary can exgistically
enhance the efficiency of use and the safety of hiters and
information.

3. USABILITY AND SECURITY
RESEARCH

3.1 Approaches

Researchers explore the relations between usahitity security
using different methodologies and approaches. Soorauct
controlled laboratory experiments, which in mangesafocus on
specific aspects of a task and heavily depend eragiplication
interface. Others evaluate and compare existingrigdeatures

in commercial applications (e.f4]) or evaluate the usability of
novel security developments (e[@0]). A different approach for
gathering information is by surveys and intervieWsese mainly
focus on users’ self-reported mental models, avem®n risk

perception, reaction to security related commurooatand

compliance with organizational security policieg(§7]).

Alternatively, an ongoing research effort is inteddo generate
models of user interaction with security systemiisTincludes

abstract behavioral models and quantitative prisdictnodels

which can be generalized beyond a specific tashterface. One
of the main challenges confronted by researchehs want to

model the tradeoff between usability and secuistyhe difficulty

to obtain real data on interaction with informati@ecurity

systems. Logs, security policies and other “behaVieferences”
are hard to obtain from organizations or individuals attackers
can exploit such information to identify vulneratids ([5]).

3.2 Microworld Environment

To overcome this problem we created a novel expsrial
system which provides a controlled research enwiemt for
usability and security tradeoff research. It enslulata collection
on user responses to security-related communicatod events.
The microworld is a flexible experimental platforthat is
designed and built for running experiments in fle&lfof usability
and security in various settings. It is a reseaoct for studying
user interaction and it provides data for bothistiaal analysis
and modeling. Such controlled research environmeats be
particularly valuable when other traditional resdamethods
cannot be usedZ]).

4. THE EXPERIMENTAL SYSTEM

The experimental system includes three main compendhe
first, a primary task based on a modified versidntte well
known computer game Tetris. The objectives of sielga simple
and popular game were (i) imitate normal and prggoh
computer usage, (ii) create a motivating, fun amsarding task,
(i) use a simple and common game which requiregprevious
knowledge in computers and can be played by a wadge of
users types. Performance in the game, i.e. the eundb
completed rows, can be easily translated into a etaon
incentive, delivering the ability to generalize ttesults beyond
the game. The Tetris game itself was changed iardmimake it
more susceptible to security threats. Unlike thgiwal version of
the game, in the microworld completed rows are meobhoved
automatically, but stay visible (and unsafe) uatibutton labeled
‘Clear Rows’ is pressed by the player. The ‘CleawR action
saves the gains in a safe place and has usatibtg.cThe player
has a limited period of time for playing the gareg. 20 minutes.
When performing the security related action, thexgg@auses, the
player is idle and can not interact with the priyntask, but the
time left to play is still running. Thus, the uditli cost should
affect the willingness to execute such an action.

The second component of the microworld is an aigr8ystem
which provides the player with communications regay
possible threats that jeopardize his or hers g&ios in the
primary task (as seen in Figure 1). Such a comnatioit triggers
a decision making process which ends with secumitiated
behavior (correct or not). The alerting system apen is based
on signal detection theory (d6]). Attacks are designated as
signals. The experimenter controls the qualityhef alert system



in terms of correct and incorrect detections. player interacts
with the front end of the alert systeds in many actual syster
the user can change tBetting of the security lev. The level is
selected from a scale ranging froxfery Lov to Very High
security. A figh security level might bring about many ale
most of which will be false alarms, but there wi# almost nc
missed detections. On the other handow security level will
lower the falsealarm rate, but will cause the system to miss s
attacks. The player is required to set thesire( security level
before starting to play and can readjustiting the garm, without
any usability costs. When an alert appeéne player does not
know whether the alert is justified or ndfloreover, the attack
itself will occur only after a period of time whidh unknown tc
the player.

Earnings: 7

Un-clwared rows value: £

Figure 1: Screen capture of the experimental system when an
alert appears.

Finally the system contains an attagknerator which initiate
attacks on the player's unsaved gains. The microlwaossesse
similar characteristics to the real-warldvhere attacks are
unexpected and uncontrolled by the pl. When an attack
occurs, as seen in Figure Xatain proportion of the squares t
appear on the screen is randoneiased, turning some of t
completed rows to incomplete andcardingly decreasing the
unprotected gainsThe experimenter controls the severity of
damage caused by an attack through the proporticsguares
erased after an attaclcrom the moment there is a sini
completed row the player can protect it bycking the ‘Clear
Rows’ button, an action which entailsability costs. The play:
decides whether to continue playing (ignoring thertp or to
execute a protective action.

The system was developed in Jabased on an op-source
version of the game. It uses a cliserver topology, wher

multiple players can participate in the experinerthe same tim
from various locations, allowing us to riarge scale experimes

over the network. In addition, eagblayel can play several
sessions. The servercindes a database which logs ets and
players’ actions.

rewt value:

Current security level: Medur

Figure 2: Screen capture of the experimental system following
an attack.

4.1 Preliminary Experiment

Twenty participants participated in three-minutes sessions on
threedifferent days. The experiment was conducted attdobe
Telekom Laboratories, TU Berlin, Germa The settings of the
experimental systenincluded two levels of attaclikelihood
(High and Low) as an independent vari. Data regarding
strategies seleadeby the players and interaction with the aler
system were extracted from the logs and analyzedaFdetailec
description of the method and the analysis [1]. In the
following section we will demonstraisome of the findings and
their implications when studying the tradeoff betweusability
and security.

5. RESULTSAND DISCUSSION

The number of akés changed from session to session as a 1
of both changes in the settings of the ing system performed
by the participants and the random nature of theroworld”.
The number of &cks was analyzed using linemodels, with
attack likelihood ad sessions as independent variables an
number of attack as the dependent varicin a 20 minute period
playersin the high likelihood condition experienc on average
11.4 attacks (SD=3.61) a players in the low likelihood
condition experienced caverage3.2 attacks (SD=2.04).

The low and high attack likelihood conditions gexted two
significantly different environments. The first waisky with
frequent attacks and the other was more relaxed with fe
attacks. As a result playeraho experienced more attacks
presented a different interaction pattwith the alerting system.
They adjusted the security level of ttsystem more often,
especially in the first sessiof]), and they set it to significantly
higher levels compared to the low likelihood coiwfit(t=33.015,
p<.001, see Figure 3).I&ere¢ in the low likelihood condition
mostly continued to ugbe default (4) security lev:



.
Hgh Low

11 s

Secuity Level

Figure 3: Security levels usagein percent for high and low
attack likelihood.

In the game, players protected their gains by tigaows. This

security behavior could be triggered by a securigjated

communication from the alert system but could &sahe result
of a player's spontaneous decision. A major detenii of the

frequency of clearing rows is the usability cogts.seen in Figure
4, there were players that despite the low frequeiattack and

the usability cost acted very cautiously and cléaosvs routinely.

No significant difference was found in the averagenber of

clear rows actions (Low: Mean=16.30, SD=29.94 anighH

Mean=15.23, SD=16.32). However, when looking at ribenber

of saved rows in each security action (i.e. thengdrom the

security behavior) there is a significant differenPlayers that are
exposed to frequent attacks were willing to endtie usability

costs that were required to protect relatively $ngains. This

finding is even clearer when looking at securitlatexd actions
that occurred shortly after a security related coamication (1]).

I
High Low

e [

T T
10 5 20 25 30

Nurber of dlear rows actions
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Figure4: The number of clear rowsactionsfor high and low
attack likelihood.

6. CONCLUSIONS

The analysis of even relatively short periods dcypig in the
microworld revealed complex interaction patternsthwithe
security system. Microworlds in general and spealfy this
experimental system can be used to quantitativebiuate and
model the acceptability of security features asirecfion of their
efficiency, the severity of threats and the usgbitosts of using
them. This application can also be used as a tegctool,
demonstrating possible consequences of differenturgg
behaviors. It emphasizes the role of security slarid security
related communications in information security.
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